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CAPTURING LOCAL MATERIAL HETEROGENEITIES IN NUMERICAL 

MODELLING OF MICROSTRUCTURE EVOLUTION 

The work focuses on developing the complex digital shadow of the metallic material microstructure that can predict its 

evolution during metal forming operations. Therefore, such a digital shadow has to consider all major physical 

mechanisms influencing the particular investigated phenomenon. The motivation for the work is directly related to  

the development of modern metallic materials, often of multiphase nature. Such microstructure types lead to local 

heterogeneities influencing material behaviour and eventually macroscopic properties of the final product. The concept  

of the digital material shadow, stages of the model development, and examples of practical applications to simulation  

of microstructure evolution are presented within the work. Capturing local heterogeneities that have a physical origin and 

eliminating numerical artefacts is particularly addressed. Obtained results demonstrate the capabilities of such a digital 

microstructure shadow approach in the numerical design of final product properties.  

1. INTRODUCTION 

 Development of the economy based on knowledge is considered an imminent priority 

for dynamically developing countries that need to face various challenges associated with, 

e.g., environmental protection [1, 2]. That is particularly important for the manufacturing 

sector that needs to adjust to new strict requirements and introduce advanced engineering 

materials and their processing operations to everyday production to maintain competitiveness 

and satisfy customers' demands. As a result, highly complex metallic [3, 4] and composite 

[5, 6] materials developed previously with a very narrow scope of application, e.g., for space 

exploration, are being adapted to everyday production. Often, only they can deliver  

the required performance within the range of environmental restrictions. They have to be 

introduced to airplanes, cars, or motorcycles to reduce their weight, fuel consumption, 

emissions etc., and at the same time still increase safety factors of final components [7]. But 

the trend is more global and affects all the industrial branches like chemical, electronics or 

even medicine.  
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For many years, novel materials were being designed and developed through costly and 

time-consuming experimental and laboratory research that often has investigative limitations 

[8]. At the same time, recent progress in computer systems and available computation power 

opened new perspectives for computer-aided engineering approaches [9]. That creates new 

and often unrecognized opportunities for materials science applications that complement and 

extend experimental investigations. Designing virtual/digital shadows [10] that accurately 

describe materials concerning their actual microstructure with grains, phases, defects, or even 

atoms is now a broad and multidisciplinary research area [11–14]. With such digital 

engineering tools, scientists can analyse all microstructure components that are often invisible 

during experimental observations of processing and exploitation conditions. However, when 

microscale features of complex multiphase microstructures [15] are numerically investigated, 

appropriate capturing of the local heterogeneities becomes critical. These local material 

interactions eventually result in specific macroscopic behaviours of the final product [16]. 

Therefore, very sophisticated numerical modelling tools often have to be used, but most are 

based on two-dimensional investigation [17, 18]. Unfortunately, when complex phase 

materials are investigated, 2D analysis can be misleading as the microstructure morphology 

in the third direction cannot be captured [19, 20]. That is why three-dimensional models are 

required, but that significantly increases the complexity of the investigation.  

Therefore, the development of such 3D digital microstructure shadow is the overall goal 

of this research. The current case study is based on the numerical investigation of local 

heterogeneities during the 3D deformation of polycrystalline steel and the identification  

of their influence on further microstructure evolution during heat treatment operation.  

The mesh-based, finite element (FE) software was selected to investigate the former aspect 

and the Cellular Automata (CA) method for evaluation of the latter stage. In this case study,  

a particular issue that has to be solved is a proper discretization of the three-dimensional 

computational domain with the finite elements to eliminate any unphysical mesh influence 

that may occur at this length scale and then can artificially affect further CA simulations.  

The findings indicate that the application of such a three-dimensional digital shadow 

model of microstructure that is properly discretized for the numerical simulation of deforma-

tion can provide valuable information on local heterogeneities during material processing. At 

the same time, it was highlighted that such research requires a combination of various 

dedicated numerical techniques.  

2. DIGITAL MATERIAL REPRESENTATION 

The Digital Material Representation (DMR) concept is considered a digital shadow  

of the investigated microstructure that can accurately capture local phenomena occurring 

during thermo-mechanical treatment under production and exploitation conditions [21].  

The main objective of the DMR is a digital reconstruction of the microstructure morphology 

with its features (grains, grain boundaries, phases, inclusions, defects etc.) represented 

explicitly to replicate metallographic observations. The generation of such a digital shadow 

model both in 2D and 3D space is based on three major steps (Fig. 1): 
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1. Numerical reconstruction of the microstructure morphology.  

2. Identification of local material properties at the level of single grains. 

3. Incorporation of the digital microstructure features with its properties into numerical 

software based on, e.g., finite element approach.  

 

Fig. 1 Generation of the digital material representation model for subsequent calculations 

The paper focuses on the third step as it directly deals with capturing local 

heterogeneities and eliminating unphysical artifacts that affect model description during 

subsequent calculations. Details on the first two steps related to the generation of 2D/3D 

digital morphologies and identifying local material properties can be found in earlier authors' 

work [22]. Therefore, only major information is summarized below for the clarity of the 

manuscript.  

In the first step, the digital models with specific local features are most often created as 

exact replicas of microstructures, based on image processing of metallography data acquired 

from light (LM) or electron (EM) microscopy in two-dimensional space. However, as 

mentioned, such 2D representation is often insufficient. Therefore, three-dimensional data are 

required, which makes the experimental and numerical processing procedures more laborious. 

In the simplest case, a serial sectioning approach [23] can provide a series of 2D images from 

the subsequent depth of the material. Then 3D reconstruction algorithms have to be used to 

recreate complete volumetric information on microstructure morphology. The serial 

sectioning can be based on LM images allowing reconstruction of grain morphology, but also 

on, e.g., electron backscattered diffraction (EBSD) maps, that also provide information on 

crystallographic orientation along with its local variations. The concept of the EBSD based 

serial sectioning in application to two-phase ferritic-pearlitic steel is presented in Fig. 2. 
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Fig. 2 Example of the EBSD based serial sectioning in application to ferritic-pearlitic steel 

Unfortunately, serial sectioning is a destructive method, so there is no possibility to 

develop a digital model of the same area before and after deformation. In such a case, more 

sophisticated experimental procedures are required, e.g., computed tomography, X-ray 

diffraction contrast tomography, or near-field high-energy X-ray diffraction microscopy  

(nf-HEDM) [24]. These experimentally gathered data also require a set of data processing 

operations to provide meaningful information on microstructure morphology. In this case, 

these data are already in the volumetric form, and the methods are classified as non-

destructive ones (Fig. 3). Access to appropriate equipment capable of acquiring a sufficient 

amount of data, not only about microstructure morphology but, e.g., on mentioned crystallo-

graphic orientation, is the major limitation in this case.  

 

Fig. 3 Porous microstructure obtained from computed tomography analysis 

Therefore, different numerical algorithms were proposed throughout the years to 

overcome these difficulties and generate synthetic digital microstructures, without the need 

for a large set of experimental data. The Voronoi Tessellation (VT) [25], Cellular Automata 

[26], Monte Caro (MC) [27] methods, sphere packing, or various hybrid approaches, which 

are a combination of the above-mentioned solutions, are being developed in this case, as seen 

in Fig. 4. 

Customization of the hybrid solutions allows the generation of highly complex 

microstructure morphologies of metallic and non-metallic materials (complex multiphase 

steels, porous materials, metallic foams, granular structures, reinforced composites etc.), as 

seen in Fig. 5. Versatile capabilities in this area are provided by the DigiCore library 

developed in [21].  
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Fig. 4. Digital microstructure morphologies obtained with a) Voronoi Tessellation, b) Cellular Automata and 

c) Monte Carlo, d) sphere packing, and e) hybrid algorithm 

 

Fig. 5. Digital morphologies of complex metallic and non-metallic microstructures:  

a) multiphase steels, b) porous materials, c) thin film, d) twin boundaries, e) reinforced composites 

In the second step of DMR generation, appropriate material properties are assigned to 

particular microstructural components. Local evaluation of material properties at the level  

of particular grains is again not a trivial task. The micro/nano mechanical testing equipment 

has to meet very high-quality standards to identify differences in properties associated with, 

e.g., different crystallographic orientations. Advanced specimen fixture systems, actuation 

systems, or load cells have to be used to deliver reliable and repetitive results. The most 

commonly used technique is based on the nano-indentation approach, but other solutions like 

micropillar compression, micro tensile, micro bending, or even micro torsion tests are also 

available [28]. Of course, all these tests have different levels of complexity/accuracy what 

affects their execution times and costs.   
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 Nevertheless, both steps mentioned above provide a detailed representation of local 

heterogeneities associated with microstructure morphology as well as properties. Finally, in 

the third step, appropriate space discretization algorithms have to be used in order to use such 

input data during subsequent finite element simulations of material behaviours under loading 

conditions. Commercial finite element codes do not provide sufficient mesh generation 

solutions for this particular application. Therefore, the development and implementation  

of specific algorithms are critical for the accuracy of further calculations.  

3. FINITE ELEMENT DISCRETIZATION CONFORMING LOCAL 

MICROSTRUCTURAL FEATURES 

The developed mesh generation algorithm is based on information from the digital 

microstructure representation model. In particular, the position of the grain boundary or other 

microstructure feature boundary is considered. The significant advantage of the proposed 

algorithm is the capability to create conforming FE meshes that are refined along boundaries 

of subsequent microstructure elements. That way, high accuracy of the numerical analysis is 

obtained in the regions with significant solution gradients while the computational time 

remains at the acceptable time. The finite element meshes for digital microstructures with 

non-periodic as well as periodic boundary conditions can be created during a set of subsequent 

steps: 

 Parsing the input data from the digital microstructure model.  

 Generating inner nodes along the microstructural features. 

 Generating Delaunay conforming triangulation. 

 Improving the discretization level.  

 Assigning generated elements to particular microstructural features. 

 Generating output data for further FE calculations. 

 As presented, the first important stage is the identification of boundary nodes within  

the input data structure. The boundary nodes separate subsequent microstructural features, 

e.g., grains, phase boundaries, inclusions etc. Explicit representation of such boundaries is  

the basis for the generation of good quality conforming meshes. Therefore, the developed 

approach takes an image of microstructure obtained experimentally or numerically, in the 

form of a bitmap in 2D or text file (.txt or .vtk) in the 3D space, as input data. In this case, it 

is essential to ensure during data processing operations that each colour in the input file 

corresponds to a unique microstructural feature (Fig. 6).  

 

Fig. 6. Input data in the 2D format of the bmp file  
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Therefore, the image cannot be smoothed by any edge smoothing algorithm, as that 

would generate many artifacts between subsequent features. This is often related to exporting 

the image into file format with lossy compression, as shown in Fig. 7. 

 

 

Fig. 7. Input data in the 2D format of the jpg file  

A similar assumption is made in the 3D case, where each voxel of the input data is described 

by a unique id number assigning it to a particular feature, as seen in Fig. 8. 

 

Fig. 8. Input data in the 3D space 

 During an import stage of the input file, an algorithm explicitly identifies the boundary 

between each set of features. Each pixel of the input image is investigated during this stage, 

with the Manhattan distance equal to one, commonly referred to as the Von Neumann 

neighborhood. When any neighbor of the investigated pixel is of different colour with respect 

to the analysed one, it is added to a list of boundary cells. The modified Von Neuman 

neighborhood is often used during the calculations (Fig. 9) to ensure that the thickness of the 

generated feature boundary is of single-voxel size. The same concept is applied in 3D cases. 

As a result, a clearly visible boundary between subsequent features is obtained for further 

processing, as seen in Fig. 10. 

 
Fig. 9. Type of neighborhood in 2D case: a) classical Von Neumann, b) modified Von Neumann 
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Fig. 10. Example of input data pre-processing operation: a) microstructure with coloured grains and grain boundaries,  

b) identified grain boundaries 

 The control parameter responsible for spreading out the node-set was also defined to 

minimize the number of nodes along the grain boundaries. The parameter can be from the 

range [0.1–1]. The value of, e.g., 0.5 will roughly result in a 50% reduction in the density  

of nodes along the grain boundaries.  

 In the case of generating mesh with periodic boundary conditions, additional 

modifications to the computational domain edges in 2D or faces in 3D were designed.  

The nodes generated along the edges/planes are mirror-copied to the corresponding 

edges/planes, as seen in Fig. 11. 

  

Fig. 11. Example of introducing periodic boundary nodes in the 3D computational domain 

 Then, the generation of nodes within the interior of investigated microstructural features 

is the second step of the algorithm. The distribution of new nodes is strictly controlled to 

obtain the refined size of finite elements in the area of feature boundaries and coarser element 

size in the interior of those features. The developed seeding algorithm assumes the generation 

of new inner nodes along the circumference of circles with a predefined radius. The concept 

of the algorithm is based on several steps: 

– for the boundary nodes: 

1. Generate a circle with a radius r0 around subsequent points representing feature 

boundaries. The r0 radius is calculated by multiplying the distance to the closest 

boundary node by a coefficient α  (0,1), e.g., 0.4. The smaller the α, the finer mesh 

will be obtained.  

2. For a particular boundary node, generate 16 equally distributed new nodes 
0

iN  

(i[1,16]) along the circumference of its r0 circle.  
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3. For each new node, 
0

iN generate a circle with radius rj; if there are other nodes within 

the radius, eliminate this 
0

iN node. The rj radius is calculated by multiplying  
the distance to the closest node by a coefficient β > 1, e.g., 1.2. 

– for the new nodes:  

4. For a particular remaining node 
k

iN  (k – subsequent iterations of the algorithm), 

generate 16 equally distributed new nodes 
1k

iN 
 along the circumference of its circle. 

5. For each new node, 
1k

iN 
generate a circle with radius rj; if there are other nodes within 

the circle, eliminate this 
1k

iN 
node. The rj radius is calculated by multiplying  

the distance to the closest node by a coefficient β > 1. 
6. Go back to step 4 for another k iteration.  

 The following steps of the algorithm are summarized in Fig. 12. 

r0

r2r1

a) b) c) d) r2

r2

r1

 

Fig.12. a) Boundary nodes, b) step 1, c) step 2, d) steps 4–6 

 In the 3D computational domain, a set of multiple rings additionally rotated along each 

axis is generated instead of drawing a single circle per node. Then a set of 16 new nodes along 

the circumference of each ring is investigated.  

 The circle-based generation of nodes provides relatively uniform node distribution  

in the computational domain, which increases the quality of further triangulation steps. 

Additionally, the KDTree [29] algorithm was implemented to identify the closest neighbors 

of the investigated node. The KDTree is well known for fast spatial searching of defined data 

structures. However, it does not deal well with node insertion, resulting in changes in the 

predefined data structure. Thus, to deal with the KDTree being gradually degenerated from 

the insertion of new nodes, a complete reinitialization of the tree data structure is performed 

after reaching a specific amount of newly added points, e.g., 750. 

 Finally, based on the generated nodal points, the Delaunay triangulation with  

the Bowyer-Watson (B-W) algorithm [30] was implemented to generate conforming meshes.  

The Bowyer-Watson algorithm allows discretization on the basis of available input nodes. 

The approach is based on an iterative adding subsequent nodes to the generated mesh what 

results in reconstruction of the local area of the mesh associated with the added vertex. These 

properties make this method an efficient tool for introducing changes in the density of the 

elements at every stage of the discretization process.  
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Fig. 13. Main steps of the B-W algorithm: a) insertion of the new node into the mesh and identification of all triangles 

that enclose new node in their circumcircles, b) elimination of identified triangles, c) re-triangulation with respect to  

the new point 

 The standard triangulation algorithm starts by forming the super triangle or combination 

of two super triangles (rectangle) enclosing all the investigated nodes. Then, incrementally,  

a process of inserting previously generated nodes into the mesh is performed. After every 

insertion, all triangles whose circumcircles contain the new point area are deleted, leaving  

a polygonal hole, which is then re-triangulated using the new point (Fig. 13).  

 The Delaunay triangulation is created when all the investigated points from the bounda-

ry and inner grain areas are inserted. As an alternative to the B-W implementation,  

a set of triangulation functions from the CGAL [31] library can also be used. The CGAL is  

a mature library, which provides means to generate both 2D and 3D triangulations based on 

a given set of points.  

 Quadrilateral elements can also be created within the developed approach based on  

the performed triangulation. First, generated triangles are merged with each possible neighbor 

to evaluate the best pair. The following equation is used as a criterion in the case: 

1 2
r

R
    

where: R – maximum radius of the circle containing three nodes, r – minimum radius of the 

circle tangent to the three edges (Fig. 14.). 

 

Fig. 14. Illustration of the triangle merge criterion 

As seen in Fig. 14, the closer  is to 0, the closer the tetrahedral element is to a square. 

When the acceptable triangle pairs are created, a new node is inserted to each center of gravity 

of the rectangle and remaining unpaired triangles. Finally, those new points are connected to 

the centers of neighboring edges, resulting in good quality quadrilaterals (Fig. 15). 
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a) b)  

Fig. 15. Examples of a) initial triangular and b) final rectangle meshes 

The crucial aspect from the mesh quality point of view to avoid unphysical 

heterogeneities during deformation simulations is the additional optimization step after initial 

triangulation. For that reason, the Laplace smoothing [31] and edge/face flipping algorithms 

are used. The basis of the Laplace smoothing assumes that each mesh node is shifted to a new 

position based on the position of the neighbors, as seen in Fig. 16. 

a) b)  

Fig. 16. Illustration of a) initial and b) the Laplace smoothed mesh 

 The edge/face flipping is another topological transformation implemented to remove 

elements from generated mesh and replace them with a different set of elements occupying 

the same space, as seen in Fig. 17. Performed flipping is a local operation where only a few 

elements are affected, e.g., 2 or 3. Usually, a combination of the two algorithms is sufficient 

to provide good quality meshes. 

 

 

Fig.17. Presentation of topological face flipping concept in 3D case 
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 After the smoothing algorithm, the mesh may still contain degenerated elements that are 

elongated in one direction. In this case, a series of additional nodal points are added to  

the investigated space, and the mesh generation algorithm is performed again.  

 After the triangulation step, the generated elements are assigned to particular 

microstructural features based on information from the original input file in 2D or 3D.  

The assignment step can greatly impact simulation results, especially affecting the generation 

of local artificial heterogeneities unrelated to the microstructure morphology. The goal is to 

have the surface between the features as smooth as possible to reliably replicate the observed 

grain shape. Otherwise, artificial strain localization can occur in the solution what affects 

further microstructure evolution simulations. The developed algorithm is based on two stages. 

The first assigns the center mass of each element to the particular feature represented in  

the input data file by the discrete format. The second is related to smoothing the assigned 

elements located along the feature boundaries. Smoothing is realized in an iterative manner. 

In this case, multiple passes of reassigning of elements between features are performed to 

increase smoothness. In each pass, the algorithm identifies the neighbors of the investigated 

finite element that have the shared edge. Then, the number of neighboring finite elements that 

belong to the same grain is calculated. Finally, the investigated finite element is reassigned 

based on the majority of the neighbors belonging to the same grain, as presented in Fig. 18. 

 
Fig. 18. Concept of the element reassignment algorithm 

As mentioned, without this step, the element from Figa would lead to, e.g., strain or stress 

concentration and eventually to, e.g., fracture, which would not be related to the microstructure itself 

but to inappropriate mesh. Unfortunately, the approach does not provide satisfactory results in the 3D 

case; therefore, more advanced solutions were implemented in this case.  

 The 3D approach is based on the analogy to the behavior of springs [32]. It introduces  

a network of springs connecting all nodes in the mesh, as shown in Fig. 19. The variation  

of this method is the ball-vertex method, which improves the smoothing results thanks to the 

use of additional perpendicular linear springs (Fig. 20). 

 

Fig. 19. System of springs in the 2D space [32] 
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Fig. 20. Concept of the ball-vertex method in the 2D finite element [32] 

After replacing the edges in the mesh with artificial springs, their stiffness, which is 

inversely proportional to the length, is calculated. By examining the i - j edge from Fig. 19, it 

is possible to calculate the force at the vertex i exerted by the vertex j: 

𝑓𝑖𝑗 = 𝑘𝑖𝑗(𝑢𝑗 − 𝑢𝑖)𝑛𝑖𝑗𝑛𝑖𝑗 = – 𝑓𝑗𝑖    

where: k – the spring stiffness, nij – the single-line vector from node i to j. In this approach, it 

is important to check that the sum of forces associated with the investigated node is equal 

to 0.  

 Finally, a good quality mesh is created, and elements are correctly assigned to particular 

features. The higher-order elements can also be formed by introducing additional nodes in  

the centers of edges in 2D and 3D, respectively, as seen in Fig. 21. 

 

 

Fig. 21. Example of a) C3D4 and b) C3D10 elements 

An illustration of the limitations of the classical Laplace smoothing algorithm is 

presented in Fig. 22b, while improvement obtained by the spring algorithm is shown in  

Fig. 22c.  

 

Fig. 22. Discretization of the sphere in the uniform matrix, a) after triangulation, b) after Laplace smoothing,  

c) after spring algorithm 
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Finally, the last step of the digital shadow generation for subsequent finite element 

simulations is related to exporting the obtained mesh to the output file compatible with one 

of the available FE software. In the present case study, the output format is taken from the 

commercial Abaqus software and complies with all required sections in the input format file.  

4. APPLICATION OF THE DIGITAL MICROSTRUCTURE SHADOW TO MATERIAL 

FORMING CASE STUDY 

A tensile test at room temperature followed by the heat treatment operation was selected 

to present the capabilities of the developed methodology in capturing local material 

heterogeneities. The initial digital microstructure morphology was generated with the cellular 

automata grain growth model within the 3D computational domain. The size of the CA space 

was selected as 180×180×180 cells with a physical size of 1µm, as seen in Fig. 23.  

The developed mesh generation algorithm with the spring smoothing technique was used for 

discretization purposes. The material is a ferritic-pearlitic steel, and the flow stress curve was 

identified based on the nanoindentation experiment. Additionally, to take into account the 

influence of various crystallographic orientations on the grain response, different flow stress 

curves, diversified with the Gauss distribution function, were assigned to the model.  

The digital model was deformed at room temperature during the uniaxial tensile test 

experiment with periodic boundary conditions. The commercial Abaqus software was used 

for the calculation, where the constitutive equation is based on the J2 plasticity. The outcome 

of the simulations in the form of deformed microstructure morphology and heterogeneous 

distribution of accumulated strain is shown in Fig. 24. As presented, the DMR model can 

predict local heterogeneities in the deformed microstructure, which are crucial for material 

behavior during the subsequent processing operation. In the investigated case study,  

the deformed sample was then subjected to heat treatment where static recrystallization 

restores the deformed microstructure. 

 

Fig. 23. Digital model of the 180×180×180 µm microstructure after a) CA grain growth and b) finite element 

discretization operation 
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Fig. 24. Example of finite element results: a) undeformed and b, c) deformed microstructure morphology (with visible 

pearlite islands), d) heterogeneous distribution of accumulated strain 

 The static recrystallization is simulated with the developed CA model [33] that operates 

based on the data acquired from the deformed finite element mesh. The concept of the data 

flow between the CA and FE models that allows transferring deformed grain geometry along 

with the heterogeneous strain field is presented in Fig. 25.  

 

Fig. 25. Data transfer concept between FE and CA computational domains a) grains morphology,  

b) accumulated energy 
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Fig. 26. Examples of CA simulation results: a) initial microstructure, b) – d) recrystallization progress, e) initial energy distribution, 

f) – h) corresponding energy values during the simulation. 

The CA model itself is based on the constitutive equation that relates the velocity of the 

grain growth with the mobility and the net pressure: 

i Gv M P
, 

where: GM – grain boundary mobility, P – net pressure on the grain boundary. 

The net pressure, mostly related to the accumulated deformation energy value, is 

considered as the main driving force controlling the grain nucleation and growth during SRX. 

The stored energy field was obtained directly from presented DMR simulations. Details  

of the CA model can be found in [34], while examples of obtained results presenting static 

recrystallization progress within the deformed microstructure are shown in Fig. 26 and 

Fig. 27. 
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Fig. 27. Quantitative characterization of microstructure evolution during the CA simulation of static recrystallization, 

including the evolution of accumulated energy (energy), average grain size (gs), and recrystallized volume fraction (rx)  

 As can be observed in Fig. 26 the nucleation process initiates in the high-energy regions, 

and the grains grow into the surrounding deformed matrix. The SRX kinetics is accurately 

captured, with fast grain growth at the beginning and stagnation at the end of the process. This 

is directly attributed to the reduction of the stored energy due to SRX progress, as visible in 

Fig. 27. The fast growth of the average grain size is also limited at the end of the process. 

Combined characterization of microstructure evolution based on mean- and full-field data 

from Fig. 27 and Fig. 26, gives a complete overview of the grain evolution as well as their 

interactions with each other and pearlite islands. Such experimental investigation in the 3D 

space is still extremely rare in the literature due to the limitations of the experimental facilities. 

Therefore, the reliable digital shadow of the microstructure and computational material design 

concept is a very attractive alternative for the development of materials with tailored 

properties.  

However, as pointed out in the paper, the elimination of numerical artefacts, affecting 

in an unphysical manner material behaviours, is critical.  

4. CONCLUSIONS 

 The development of a complex digital shadow of the metallic material microstructure 

that can predict its evolution during subsequent stages of metal forming operations was 

presented within the work. The work is a part of ongoing research towards developing a digital 

shadow that considers all major physical mechanisms operating under particular processing 

conditions. As presented, the digital shadows, especially in 3D cases, significantly extend the 

capabilities of experimental investigation leading to an unprecedented level of understanding 

of the evolution of particular phenomena. However, the current research clearly pointed out 

that all numerical artifacts that affect the quality of numerical predictions have to be 

eliminated. In the case of the static recrystallization simulations, the most critical aspect is  

a reliable determination of the heterogeneities in the stored deformation energy. As discussed, 
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these predictions can be significantly affected by the quality of initial microstructure 

morphology and FE discretization accuracy. The developed conforming mesh generation 

algorithm with smoothing options proved its robustness in the digital microstructure model 

simulations. The data transfer between finite element simulations of deformation and cellular 

automata microstructure evolution under heat treatment proved that the manufacturing chain 

can be simulated with such digital shadow.  

 The future work is directly related to the extension of the digital microstructure shadow 

capabilities towards the simulation of phenomena occurring under phase transformation 

conditions.  
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